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Abstract: Cancer is the world's second largest cause of death. In 2018, 9.6 million people 

died from cancer. In any medical sickness, breast cancer is one of the most delicate and 

endemic diseases. This is one of the primary causes of female death in the world. Breast 

cancer kills one out of every eleven women around the world. "Early detection equals 

improved odds of survival," says a well-known cancer adage. As a result, early detection is 

essential for successfully preventing breast cancer and lowering morality. Breast Cancer is 

a type of cancer that affects one of the most significant issues that humanity has faced in 

recent decades has been diagnosis and prediction. Cancer detection that is accurate can 

save millions of lives. Effective technologies for diagnosing malignant breasts aid 

healthcare providers in diagnosing and treating patients in a fast and accurate manner. 

Experiments were carried out in this study to categorise breast cancer as benign or 

malignant using the Wisconsin Diagnosis Breast Cancer (WDBC) database. Support 

Vector Machine is a supervised learning technique (SVM). The SVM classifier's 

classification performance is evaluated. Experiments demonstrate that the SVM model has 

a fantastic performance, with a classification accuracy of 96.09 percent on the testing 

subset. 

 

Keywords: Wisconsin Breast Cancer Breast Cancer, Mammography, Artificial 

Intelligence, Support Vector Machine, Wisconsin Breast Cancer Dataset 

 

1. INTRODUCTION 

 

Breast cancer is the most frequent cancer among women throughout the world. Breast cancer 

is remains the most common and second leading cause of death in women, despite years of 

technical and scientific research. The traditional approach for diagnosing breast cancer was 
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X-ray mammography. Sharp needle aspiration cytology (FNAC) is employed since there are 

so many different ways to interpret mammography [1]. FNAC's average accurate 

identification accuracy is only 90 percent. As a result, it is critical to develop alternate 

approaches for detecting breast cancer. To reduce the amount of incorrect diagnoses, data 

mining tools are a suitable alternative [2]. 

 

Early detection of cancer can enhance life expectancy by up to 98 percent. Figure 1 shows the 

various types of malignancies, with breast cancer taking the lead with 24 percent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: various types of malignancies 

 

Artificial intelligence (AI) can be used to detect and diagnose breast cancer more accurately, 

as well as to avoid overtreatment. Nonetheless, merging Artificial Intelligence (AI) and 

Machine Learning (ML) approaches allows for better prediction and decision-making 

accuracy [3,4]. For example, evaluating whether or not a patient need surgery based on the 

biopsy results for detecting breast cancer [5]. 

 

Breast cancer is the most frequent malignancy among women, according to a World Health 

Organization (WHO) assessment. Around 5% of Indian women are at risk of breast cancer, 

compared to 12.5 percent in Europe and the United States. Breast cancer is usually easy to 
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detect if particular symptoms appear. Some women with breast cancer, on the other hand, 

experience no symptoms. As a result, early detection of breast cancer is critical. 

Early identification of breast cancer aids in early diagnosis and therapy, as early diagnosis 

and treatment are critical for long-term survival. Breast cancer can be detected, diagnosed, 

and treated early enough to preserve a patient's life [6, 7]. 

 

Literature review 

Many studies have been undertaken on the application of Machine Learning (ML) to the 

detection of breast cancer. For a greater rate of accuracy, detection and diagnosis can be done 

using a variety of methods or a combination of algorithms. 

 

S. Gc, R. Kasaudhan [8] Worked on removing characteristics such as volatility, range, and 

compactness. The performance was assessed using SVM classification. Their labour 

production had the highest variance (95%), range (94%), and compactness (86%). SVM can 

be deemed a good approach for detecting breast cancer based on their results. 

 

Durai et al.[9] Data Mining was used to recognise diseases such as breast cancer. He 

employed LRC and compared it to BFI, ID3, J48, and SVM, among other approaches. The 

output reveals that LRC is the most precise, with a precision of 99.25 percent. 

 

Hafizah et al.[10] SVM and ANN were compared using various breast cancer data sets, 

including WBCD, BUPA JNC, Data, and Ovarian. Despite the fact that both methods have 

great performance, SVM was found to be superior to ANN in the research. 

 

Tsirogiannis [11] on medical databases, bagging techniques such as decision trees, neural 

networks, and SVM were used. Bagging approaches, according to the research, are more 

accurate. 

 

Avramov and Si [12] worked on feature extraction and the performance impact of selecting. 

They used five classification models and three methods of correlation selection (PCA, T-Test 

Significance, and Random feature selection) (LR, DT, KNN, LSVM, and CSVM). Stacking 

the logistic, SVM, and CSVM improve accuracy to 98.56 percent, which is the best result. 

 

Azar and El-Said [13] I worked on six distinct SVM techniques. Against see which approach 

works best in terms of accuracy, sensitivity, specificity, and ROC, he compared ST-SVM to 

LPSVM, LSVM, SSVM, PSVM, and NSVM. With accuracy of 97.1429 percent, sensitivity 

of 98.2456 percent, specificity of 95.082 percent, and ROC of 99.38 percent, LPSVM 

emerged as the winner. As a result, LPSVM provides the best performance and accuracy. 

 

Angeline [14] examined the performance of Nave Bayes, Decision Tree (C4.5), K-Nearest 

Neighbor, and Support Vector Machine in predicting the primary location of cancer in 

Wisconsin Breast Cancer (WBC). According to the findings, SVM outperforms other 

methods. 
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Mehmet Fatih Akay[15] On the problem of identifying breast cancer, a proposed medical 

decision-making system based on SVM paired with feature selection was used. Based on the 

findings, SVM-based models have shown to be quite effective in classifying breast cancer. 

Leena Vig[16] Random Forest classifiers, Artificial Neural Networks, Nave Bayes, and 

Support Vector Machines were used in the investigation. The results reveal that ANNs, 

Random Forests, and SVMs can provide models with high accuracy, sensitivity, and 

specificity, while Nave Bayes does not. 

 

Procedure 

We follow a few steps to diagnose breast cancer. 

 

Data Collection & Preparation 

Wisconsin Breast Cancer (WBC) is a breast cancer dataset taken from the UCI machine 

learning repository dataset [17]. This dataset contains 569 cases that are classified as benign 

or malignant, with 357 cases (62.74 percent) being benign and 212 cases (37.25 percent) 

being malignant. The data is divided into two classes, B and M, with B denoting the benign 

and M denoting the malignant. Breast cancer is the most common condition in medical 

diagnosis, and its prevalence is rising every year. Except for sample code number and class, 

the dataset comprises 32 features: radius mean, texture mean, area mean, smoothness, 

compactness, and concavity [18, 19]. The benign cases are classified as positive because they 

have little impact on the body, while the malignant instances are classified as negative since 

they are cancerous cells that have a negative impact on the body in our study. In the data set, 

there are 16 missing feature values. The mean is used to fill in the gaps in the missing 

features. Finally, to ensure proper data propagation, the data set is randomized. 

 

Indicators of Performance Measurement 

Several performance measures are used to assess the effectiveness of machine learning 

algorithms. To evaluate the parameter, a confusion matrix consisting of TP (True Positive), 

FP (False Positive), TN (True Negative), and FN (False Negative) is created for the actual 

and projected class. The meanings of the terms are listed below. 

 

TP (True Positive) = Identified correctly; FP (False Positive) = Correctly Rejected; TN (True 

Negative) = Incorrectly Identified; FN (False Negative) = Rejected Incorrectly 

 

Algorithm  

Support vector machines supervised learning algorithms are employed in our research. 

 

SVM 

The Support Vector Machine is a classification model that uses supervised learning and has 

excellent classification performance [20]. Each data item is represented in the SVM 

algorithm model as n-dimensional coordinates [21]. Where n is the total number of 

categorization features. In data point coordinates, each feature's value is stated. The SVM 

includes decision hyperplanes that use maximum margin to divide distinct classes of data 

http://journal.hmjournals.com/index.php/JAIMLNN
http://journal.hmjournals.com/index.php/JAIMLNN
https://doi.org/10.55529/jaimlnn21.1.8
http://creativecommons.org/licenses/by/4.0/


Journal of Artificial Intelligence, Machine Learning and Neural Network 

ISSN:2799-1172 

Vol: 02, No. 01, Dec 2021 - Jan 2022 

http://journal.hmjournals.com/index.php/JAIMLNN 

DOI: https://doi.org/10.55529/jaimlnn21.1.8 

 

 

 

 

Copyright The Author(s) 2021.This is an Open Access Article distributed under the CC BY 

license. (http://creativecommons.org/licenses/by/4.0/)                                                           5 

points [22]. Support vectors are data points found near hyperplanes. The classification 

process creates non-linear decision boundaries and categorizes data points that aren't 

represented in vector space. 

 

 
Figure 2: Process framework of the model 

 

Data used to train the model on the basis of example classes is referred to as training data 

[23]. 

 

Pre-processing: Using the describe technique in machine learning, calculate the mean and 

standard deviation, then delete the id and class. 

 

Extraction of Features: The process of removing unnecessary characteristics and training the 

model on useful features is known as feature extraction. 
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WBCD is a data set. Our model was trained using the Wisconsin Breast Cancer Dataset. It is 

updated once a year in order to be more useful in the training model. 

 

After classification, the SVM (Support Vector Machine) method model of Machine Learning 

can be used to predict the outcome [24]. Categorize a diseased raw data as benign or 

malignant more quickly. 

 

2. CONCLUSION 

 

We concentrated on breast cancer in this study because it is a very severe disease that kills 

many women around the world. In the field of Medicare and Biomedical, breast cancer 

prognosis is quite important. The goal of this work was to create a classifier that could predict 

the most serious malignancy, breast cancer. In this paper, we developed a collaborative 

strategy for diagnosing this disease and providing information on the patient's condition. The 

breast cancer model is described as a classification job in this article, and the Support Vector 

Machine (SVM) approach is used to classify breast cancer as benign or malignant. SVM 

produces accuracy and precision as a result. To summarize the created method, the first step 

is to collect patient data in the form of a text or csv file. Remove the features that aren't 

relevant, such as id and other. Finally, for classification, the SVM classifier is utilized, which 

trains models to categorize cancer patients based on their diagnosis. The model's usefulness is 

demonstrated by the experimental results. On test subsets, SVM achieves a classification 

accuracy of 96.09 percent. 
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