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Abstract: Email communication is necessary in today's environment, yet unwanted emails 

create issue in such communication. The current study focuses on developing an Email 

classification model for the use of classifiers approaches. The goal of this research is to 

classification of emails based on features. For classification especially in Hindi language of 

the email dataset Different machine learning classifiers such as Naïve Bayes, Decision Tree, 

K-Nearest Neighbor and Support Vector Machine used in research work as well as we used 

combined model also for optimum accuracy. 
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1. INTRODUCTION 

 

Email is becoming one of the most important and effective means of communication in 

personal and business life. Some users abuse their email by sending computer worms and spam, 

which are unwanted information sent to their email inbox. According to statistics, the average 

number of daily spam email messages sent in 2014 reached 54 billion. Spam mail overloads 

your email server and consumes network bandwidth and storage capacity. Therefore, email 

filtering is a very important process to solve these problems. The purpose of the filter is to 

identify and isolate spam emails [5]. 

Many mail server engines are the usage of numerous authentication mechanisms to research 

Email content material and categorize the Emails into white and black lists so; they may be 

optimized with the aid of using users. Using white and black lists, the New Email supply is as 

compared with a database to recognize if it's far labelled as junk mail earlier than or not [9]. On 

every other side, an opportunity technique filters Emails with the aid of using extracting 

capabilities from the Email frame and the usage of a few type methods, together with Naive 
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Bayes (NB), Random Forest (RF), Support Vector Machine (SVM), and Neural Networks 

(NN). Most of the associated works classify emails the usage of the time period that happens 

withinside the e mail. Some few works moreover bear in mind the semantic homes of the e-

mail text.[3] Integrating semantic ideas and processes for e mail type is predicted to feature 

critical blessings of improving the computational performance, similarly to the accuracy of 

type [11]. 

In this perspective, an email spam-based classifier isn't simply expected to precisely order spam 

messages as spam yet additionally expected to characterize non-spam messages as non-spam 

or typical [14]. This is since both are viewed as conditions for assessing the nature of its 

characterization or expectation. In this Paper we have Focused on Classification approach 

specially for Hindi Language and classified in various categories like Bank, Entertainment, 

Education, Spiritual, Sports, Others. 

 

2. METHODOLOGY 

 

In this research paper I have used combined approach and created new algorithm for 

classification using naïve bayes, Support vector machine decision tree and K-Nearest 

Neighbor. I have implemented in Python as well as in MATLAB. 

Combined Model shown in below figure: 

 

 

 

 

 

 

 

 

 

 

 

 

Architecture of Email Classification using Supervised Learning Combined Approach 

Combine model algorithm steps are as follows: 

 Data Pre-processing step 

 Predicting the Train Data 

 Test accuracy of the result  

 Visualizing the test set result. 

 

2.1 Pre-Processing 

Tokenization dependency libraries 

This package tends to implement a Tokenizer and a stemmer for Hindi language. To import the 

package, 

from HindiTokenizer import Tokenizer  or         

from sklearn.feature_extraction.text import CountVectorizer 
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Steaming 

For the Hindi language, there is no automation tool is available to create stemmed words list 

from dataset or corpus. We have used hand crafted Hindi list in order create a list of stemmed 

words 

from nltk.stem.porter import PorterStemmer 

from nltk.stem.lancaster import LancasterStemme 

word=t.generate_stem_word() 

 

Stop word Elimination 

Till now, there is no unique stop words list is available for Hindi language. With the help of 

linguistic experts and by manual inspection, we have manually constructed a list of 531 stop 

words. This stop words list is only domain specific that includes sports, entertainment, health, 

business, spiritual and astrology. 

from nltk.corpus import stopwords 

t.remove_stopwords()         or 

cv=CountVectorizer() 

features= cv. fit_transform(x_t

in below diagram shows how Pre-processing works and shows pseudocode and shows first 560 

train data and after 560 there are test data pre-processing steps 
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2.2. Predicting the Train Data 

Here, we are Predicting the train data of every classifier algorithm like NB, K-NN, SVM and 

DT. 

    tree_algo=loaded_model.predict(vect) 

    knn_algo=classifier1.predict(vect) 

    svm_algo=clfrbf.predict(vect) 

    nb_algo=classifier.predict(vect) 

 

2.3. Classify data using Prediction (NB, K-NN, DT, SVM) and Store 

 names = [] 

    names.extend([svm_algo[0],tree_algo[0],nb_algo[0],knn_algo[0]]) 

    # print(names) 

    countnames = {} 

    for name in names: 

        if name in countnames: 

            countnames[name] += 1 

        else: 

            countnames[name] = 1 

#     print(countnames) 

#     print(svm_algo[0],tree_algo[0],nb_algo[0],knn_algo[0]) 

#     print(countnames) 

    # print(countnames) 

    key_list = list(countnames.keys()) 

    val_list = list(countnames.values()) 

    # print("key_lst => ",key_list) 

    # print("val_lst => ",val_list) 

    lst =countnames.values() 

    indexno =max(lst) 

    position = val_list.index(indexno) 

#     print("Feature :",key_list[position],"\n","Values: ",d["Subject"]) 

    if key_list[position]=="bank": 

        datalst.append(key_list[position]) 

    elif key_list[position]=="education": 

        datalst.append(key_list[position]) 

    elif key_list[position]=="entertainment": 

        datalst.append(key_list[position]) 

    elif key_list[position]=="shopping": 

-        datalst.append(key_list[position]) 

    elif key_list[position]=="astrology":     

        datalst.append(key_list[position]) 

    elif key_list[position]=="sports": 

        datalst.append(key_list[position]) 

    else: 

        datalst.append(key_list[position]) 
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2.4. Checking the Accuracy 

 

print ("Prediction time:", round(time()-t1, 3), "s") 

print ("Accuracy Score",accuracy_score(y_train,datalst)) 

combined = accuracy_score(y_train,datalst)

 Confusion Matrix 

 

matrix = confusion_matrix(y_train,datalst) 

print('Confusion matrix : \n',matrix) 

Prediction time: 2.309 s 

Accuracy Score 0.9998 

Confusion matrix :  

 

[[ 25   0   0   0   0   0   0] 

[  0 301   0   0   0   0   0] 

[  0   1 151   0   0   0   0] 

[  0   0   0  22   0   0   0] 

[  0   0   0   0   8   0   0] 

[  0   0   0   0   0  28   0] 

[  0   0   0   0   0   0  24]
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3. CONCLUSION 

 

In this paper compared NB, K-NN, DT and SVM and Combined New Model and data test 

show that the fundamental goal is achieved and the classification results are achieved. This 

section uses the Combined Algorithm (NB, K-NN, DT, SVM) learning classification. Hence 

in this Implementation Model Achieved 99.98% Accuracy for Classified Data Set, therefore 

we can Strongly say Classification is working for Hindi Language and as far as accuracy 

concern it is up to the mark. 
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