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As programming increasingly becomes a core competency 

across diverse academic disciplines, mitigating programming 

anxiety is essential to fostering student engagement, confidence, 

and academic success in computing-related courses. This study 

addresses the need for an automated and accurate classification 

model capable of identifying students currently experiencing 

programming anxiety. A classification model was developed 

using the Logistic Regression algorithm, guided by the Cross-

Industry Standard Process for Data Mining (CRISP-DM) 

framework. The methodology involved systematic data 

preprocessing, feature selection, and the use of the Synthetic 

Minority Over-sampling Technique (SMOTE) to handle class 

imbalance. Five supervised classification algorithms were 

evaluated and compared: Logistic Regression, Support Vector 

Machine, Naïve Bayes, Random Forest, and Decision Tree. 

Among these, Logistic Regression produced the best results, 

achieving an F-measure of 96.77 percent, an accuracy of 97.75 

percent, a precision of 96.88 percent, a recall of 96.70 percent, a 

Cohen’s kappa of 0.950, a mean absolute error of 0.0225, a root 

mean squared error of 0.1464, a relative absolute error of 0.03 

percent, and a root relative squared error of 30.71 percent. The 

resulting model offers practical value for researchers and 

educators by enabling the automatic detection of programming 

anxiety, with strong potential for integration into institutional 

platforms such as learning management systems and academic 

support services. 
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1. INTRODUCTION 
 

The ability to write computer programs is increasingly recognized as an essential skill across 

disciplines [1], [2], driving the inclusion of programming subjects in computing-related degree programs 

[3], [4] and contributing to growing student enrollment in these courses [5]. As this trend continues, 

educational institutions face the critical challenge of supporting student success in programming subjects, 

which are foundationl to many computing disciplines. However, programming anxiety has emerged as a 

significant barrier, characterized by emotional distress and cognitive overload during coding tasks, often 

resulting in reduced academic performance, avoidance behaviors, and elevated attrition rates [6], [7], [8], 

[9]. 

To assess this domain-specific anxiety, the Programming Anxiety Scale (PASc) [10] provides a 

validated measurement tool. It consists of Likert-scale items categorized under two core dimensions: 

Classmates Anxiety, which captures peer-related stress and social comparison, and Self-Confidence, which 

reflects perceived deficiencies in problem-solving, code writing, and comprehension. Despite its 

reliability, the PASc relies on manual administration and scoring, limiting its applicability for real-time or 

large-scale educational interventions. 

Although machine learning techniques are increasingly employed in educational data mining to 

classify academic outcomes and identify at-risk students, limited research has explored the development 

of supervised machine learning models for the automatic detection of current programming anxiety based 

on available student data. 

The primary objective of this study is to develop an automated classification model capable of 

detecting students’ current programming anxiety levels. To achieve this, the study adopts the Cross 

Industry Standard Process for Data Mining (CRISP-DM) as a structured methodology and evaluates the 

performance of five supervised classification algorithms: J48 Decision Tree, Random Forest, Support 

Vector Machine, Logistic Regression, and Naive Bayes. These models are evaluated using multiple 

performance metrics, including F-measure, accuracy, precision, recall, and Cohen’s kappa, as well as error-

based indicators such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative Absolute 

Error (RAE), and Root Relative Squared Error (RRSE). This rigorous evaluation ensures the reliability and 

effectiveness of the proposed classification model in educational settings. 

This work contributes to the field of educational data mining by providing a validated and 

interpretable model for classifying programming anxiety levels. It offers a methodological foundation for 

future studies in educational machine learning and mental health analytics, with the potential to support 

timely interventions and enhance student outcomes. 

 

2. RELATED WORK 
 

Recent literature has extensively explored the application of supervised machine learning 

algorithms and ensemble models in predicting anxiety and related mental health conditions across 

various populations. Studies employing psychometric tools like Depression, Anxiety, and Stress Scales 

(DASS) 21 and 42 have shown high accuracy levels, with [11] reporting perfect classification using RFT. 

However, the reliance on self-reported data may limit generalizability due to inherent subjectivity. [12] 

Integrated demographic and occupational features, achieving 82.6% accuracy with CatBoost in anxiety 

prediction among seafarers. Subsequent studies [13], [14] underscored issues such as class imbalance and 

model optimization, which remain underexplored in mainstream research. [15], [16] further emphasized 

the role of context-specific predictors, particularly during the COVID-19 pandemic, where behavioral and 

Copyright © 2025 The Author(s). This is an open access article distributed under the Creative 

Commons Attribution License, (http://creativecommons.org/licenses/by/4.0/) which permits 

unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 

cited. 
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environmental stressors significantly influenced model outcomes. Study by [17], used a small dataset and 

highlighted the value of recall and Cohen’s kappa as evaluation metrics, advocating for nuanced model 

assessment. 

This contextualization is also evident in educational settings. [18] adapted CRISP-DM (Cross-

Industry Standard Process for Data Mining) to assess mental health among higher education students 

using World Health Organization Quality of Life (WHOQOL) and DASS-21, with LR and Neural Networks 

yielding 68–88% accuracy. Social and academic variables emerged as key predictors. [19] Utilized 

biomedical and demographic data to build interpretable anxiety models for undergraduates, emphasizing 

transparent feature selection. [20] Extended this approach to children aged 10–15, identifying family 

income, exposure to violence, and academic performance as significant factors. A meta-analysis by [21] 

confirmed the effectiveness of SVM and LR while noting Python’s dominance and the widespread use of 

accuracy and precision metrics. 

In the Philippine context, few studies have examined ML-based mental health prediction. [22] 

Applied SVM, DT, and NB to classify academic stress among college students, with SVM achieving 95% 

accuracy. Key stressors included academic workload and unrealistic expectations, especially during 

remote learning. [23] Found anxiety prevalence rates of 14% among students and 16% among teachers, 

identifying stress, fear of COVID-19, and lack of support systems as major predictors. 

While these studies demonstrate the potential of machine learning in mental health prediction, 

they tend to generalize across mental health conditions and often overlook domain-specific constructs 

such as programming anxiety. Programming anxiety refers to the cognitive, emotional, and behavioral 

difficulties students experience specifically in learning computer programming. This study addresses this 

gap by focusing on programming anxiety and applying supervised ML models with context-specific 

features. By incorporating academic, psychological, and socio-environmental indicators, the research aims 

to support early identification and targeted interventions within educational settings. 

 

3. METHODOLOGY 
 

This study used descriptive and developmental research to analyze and describe the process of 

building [24], [25] a classification model with machine learning techniques, following the adapted CRISP-

DM methodology, and evaluating the final product. The process was grounded in the supervised machine 

learning paradigm, wherein the target class guided the training, validation, and evaluation of five 

classification algorithms. 

 

Cross Industry Standard Process for Data Mining (CRISP-DM) 

The CRISP-DM framework offers a structured approach for developing classification models 

aimed at detecting potential outcomes [26]. The principal phases implemented in this study were as 

follows: 

 

1. Problem and Data Understanding 

This initial phase defined the problem of programming anxiety levels as a classification task and 

identified relevant data variables. A cross-sectional dataset of 1,732 instances was obtained from 

computing students at a Philippine public university during the first semester of 2023–2024. The data was 

gathered by the Computer Studies Department over an estimated period of 4 to 6 weeks, which involved 

survey distribution across classes, collection of responses, and follow-ups for non-respondents. The 

dataset summarizes in Table 1 included academic performance, demographics, learning styles, and self-

reported scores from a validated Programming Anxiety Scale.  

It is important to note that the authors did not administer the survey; rather, the department 

managed the entire data collection process. While the original Programming Anxiety Score generated 

ranging from 11 to 55, the actual numerical scores were not provided for security and privacy reasons. 

Instead, the department internally aggregated the scores and released only the corresponding categories: 

606 instances were labeled as low programming anxiety (scores 11–33) and 1,126 as high programming 
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anxiety (scores 34–55). Exploratory data analysis was conducted to assess distributions, detect missing 

values, and examine correlations, providing a foundation for informed feature selection and model 

development in later phases. 

 

Table 1. Attributes and Value Provided by the Computer Studies Department. 

Attribute Description Values 

Gender Identifies the student's gender. (Male/Female) 

Age Student's age in complete years. Numerical 

Working Student 
Whether the student is employed while 

studying. 
(Yes/No) 

Parents with Higher 

Education 

Whether the student's parent completed 

college or higher education. 
(Yes/No) 

Family Monthly Income 
Whether the family earns eighteen 

thousand pesos or more monthly. 
(Yes/No) 

Number of Siblings Total number of the student's siblings. Numerical 

Course Enrolled Degree program the student is taking. (BSIT, BSIS, BSCS, BSEMC) 

Current Year Level Student's year level in college. Numerical 

Previous Semester GPA 

Remark 
Academic remark based on previous GPA. 

(Above Average 

Average, Below Average) 

Computer Prog. 1 Final 

Grade Remark 

Academic remark based on the final grade 

in Programming 1. 

(Above Average 

Average, Below Average) 

Computer Prog. 2 Final 

Grade Remark 

Academic remark based on the final grade 

in Programming 2. 

(Above Average 

Average, Below Average) 

Senior High School Track 
Whether the student took the ICT or STEM 

track. 
(Yes/No) 

Multiple ICT Equipment 

Access 

Whether the student owns more than one 

ICT device. 
(Yes/No) 

Uses Mobile Data 
Whether mobile data is the student's 

primary internet source. 
(Yes/No) 

Multi-modal Learner 
Whether the student prefers a multi-modal 

learning style. 
(Yes/No) 

Study Hours per Week 
Whether the student studies ten hours or 

more per week on average. 
(Yes/No) 

Sleep Hours per Night 
Whether the student sleeps six hours or 

more per night on average. 
(Yes/No) 

In a Relationship 
Whether the student is currently in a 

romantic relationship. 
(Yes/No) 

Programming Anxiety Level Student’s level of programming anxiety. (High/Low) 

 

2. Data Pre-Processing 

This phase involved rigorous data preprocessing to prepare the dataset for machine learning. 

Inaccuracies, missing values, and inconsistencies were addressed using Python libraries such as Scikit-

Learn, NumPy, Pandas, and Matplotlib. Categorical variables were transformed via One-Hot Encoding, and 

Synthetic Minority Oversampling Technique (SMOTE) was used to address class imbalance [27].  

Feature selections were followed, identifying nine significant as shown in Table 2. These preprocessing 

steps ensured data quality, enhanced interpretability, and established a robust foundation for model 

training and evaluation. 
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Table 2. Selected Significant Attributes 

Feature Selection Technique Significant Attributes 

Random Forest Feature Importances 1. Working Status 

2. Course 

3. Current Year Level 

4. Prev. Sem GPA 

5. Computer Prog. 1 Final Grade Remark 

6. Senior High School Track 

7. Multiple ICT Equipment Access 

8. Multi-modal Learner 

9. Sleep Hours per Night 

Sequential Feature Selection (SFS) 

 

3.  Model Engineering 

This phase focused on evaluating five classification algorithms selected based on their 

demonstrated effectiveness in previous anxiety prediction studies. Model development and testing were 

conducted using Python in a cloud-based environment (Google Colab) with libraries such as scikit-learn, 

pandas, and NumPy. This platform provided free access to computing resources, enabling efficient data 

loading, algorithm configuration, and simulations. The computational setup supported rapid 

experimentation and iterative refinement, ensuring robust algorithm performance in classifying students’ 

programming anxiety levels based on established experimental methodologies. 

 

4. Model Evaluation 

The model’s performance was evaluated using a separate test dataset and standard metrics: 

accuracy, precision, recall, F-measure, and Cohen’s kappa. These metrics assess overall correctness, 

positive class identification, sensitivity, balanced performance, and agreement beyond chance, 

respectively [28], [29]. Complementing classification metrics, error analysis included MAE, RMSE, RAE, 

and RRSE. These quantify classification deviations, emphasize larger errors, and provide standardized 

error comparisons. To ensure the robustness of the model’s performance, Stratified 10-Fold Cross-

Validation was employed. This technique involved splitting the dataset into 10 distinct folds, where each 

fold served as a validation set exactly once, while the remaining nine folds were used for training. 

Together, these methods provided a rigorous, multifaceted evaluation of the model’s reliability and 

effectiveness in classifying students’ current programming anxiety levels. 

 

5. Model Deployment 

The best model was then serialized and saved in a pickle file format (pkl). This format was chosen 

because it allows the model to be easily loaded and integrated into the web-based service. 

 

4. RESULTS AND DISCUSSION  
 

The following sections present the findings of the study, including the evaluation results of five 

classification algorithms, the performance of Logistic Regression as the most effective model for 

predicting students’ programming anxiety levels, and its integration into a web-based system. 

 

A) Performance of Classification Models for Student Programming Anxiety Levels 

The findings from  

Figure 1 and Table 3 show that Logistic Regression outperformed other models, achieving 

96.77% F-measure, 97.75% accuracy, 96.88% precision, 96.70% recall, and a Cohen’s kappa of 0.950, 

indicating strong predictive capability. SVM followed closely with 97.69% accuracy and a kappa of 0.949. 

NB, RF, and DT had lower accuracy, between 94.57% and 94.98%. 
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Figure 1. Performance Results of Classification Algorithms Using F-Measure. 

 

Table 3. Performance Comparison of Classification Algorithms for Programming Anxiety Level. 

Algorithm Accuracy (%) Precision (%) Recall (%) Cohen’s Kappa (%) 

Logistic Regression 97.75 96.88 96.70 95.00 

Support Vector Machine 97.69 96.42 97.03 94.90 

J48 Decision Tree 94.98 93.97 91.59 88.90 

Random Forest 94.57 92.93 91.58 88.00 

Naive Bayes 94.57 94.29 90.11 87.90 

 

Further analysis of the error metrics, as shown in Figure 2 and Figure 3, reinforces the 

performance trends observed among the models. Logistic Regression demonstrated the most consistent 

and accurate predictions, with the lowest error rates: a MAE of 0.0225, RMSE of 0.1464, RAE of 0.03%, 

and RRSE of 30.71%. These results indicated minimal deviation and variance, confirming the model’s 

robustness in reducing prediction errors. SVM followed closely, also exhibiting low error values and 

reliable performance. In contrast, NB, RF, and DT showed higher RMSE and RRSE values, suggesting 

greater variability and less stability in their predictive outcomes. 

 

 
Figure 2. Error Analysis Results of Classification Algorithms Using MAE and RSMSE. 

 

 
Figure 3. Error Analysis Results of Classification Algorithms Using RAE and RRSE. 
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B) Logistic Regression as the Best Model for Classifying Student Programming Anxiety Levels 

The line chart depicted in Figure 4 illustrates the performance of the Logistic Regression model 

across ten cross-validation folds, offering a clear visualization of its stability and predictive capability. The 

results demonstrate consistently high values for both Accuracy and F-measure, with metrics ranging from 

97% to 99% across all validation folds. This narrow range reflects minimal performance variation, 

underscoring the model’s reliability when applied to different subsets of unseen data. Furthermore, the 

integration of the SMOTE to mitigate class imbalance appears to contribute positively to the model’s 

generalizability. Collectively, these findings indicate that the Logistic Regression model exhibits strong 

and consistent classification performance in predicting students’ current programming anxiety levels. 

 

 
Figure 4. Average Metrics per Cross-Fold for Logistic Regression. 

 

To elucidate the relationship between the significant predictor variables and the classified 

outcome, the logistic regression model incorporates the respective coefficients of each feature in the final 

equation. The probability of a student being classified as having high or low programming anxiety is 

expressed as: 

 

𝑃high / low =
1

1 + 𝑒−(−3.3452+(−2.7680⋅𝑥1)+(3.2119⋅𝑥2)+⋯+(3.0043⋅𝑥22)+(−2.1269⋅𝑥23))
 

 

This equation includes an intercept of −3.3452 and multiple feature coefficients, represented by 

the ellipsis, which collectively captures the complexity of the model. Each coefficient quantifies the 

influence of a corresponding feature on the likelihood of a student exhibiting high programming anxiety, 

thereby highlighting the multifactorial nature of the classification. 

The coefficient chart visually represents how each feature’s value impacts the Logistic Regression 

model’s classifications, revealing the relative importance of each factor in determining the outcome which 

provides better understanding of the significance of each feature in classifying students’ programming 

anxiety levels 

 

 
Figure 5. Coefficients Chart for Logistic Regression. 
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Figure 5 displays the model’s coefficients, offering insights into the factors that influence 

students’ programming anxiety levels. Positive coefficients indicate a contribution to higher anxiety, while 

negative coefficients suggest a mitigating effect on anxiety. To provide a comprehensive view of the 

model’s effectiveness in predicting students’ programming anxiety levels, a range of performance metrics 

is presented. These metrics offer valuable insights into the model’s accuracy in classifying anxiety levels 

and its ability to differentiate between them. By evaluating multiple aspects of the model’s performance, 

a clearer understanding of its predictive capabilities is achieved, enabling a more thorough assessment of 

its real-world applicability. 

 

Table 4. Results of Area Under the Curve for Logistic Regression Model 

Area Std. Error 
Asymptotic 

Sig. 

Asymptotic 95% Confidence Level 

Lower Bound Upper Bound 

0.98 0.02 0 0.960 0.995 

 

Table 4 shows Area under the Curve (AUC) result of 0.98 with a 95% confidence interval (0.960, 

0.995). Additionally, the AUC is significantly different from 0.5 with a p-value of 0, indicating that the 

logistic regression model classifies the group significantly better than by chance. To determine and 

evaluate the goodness-of-fit of a logistic regression model, it was tested based on the measures of 

sensitivity (true positive rate) and 1 - specificity (false positive rate) at various cutoff points, as 

represented by the receiver operating characteristic (ROC) curve. 

 

 
Figure 6. ROC Curve of Logistic Regression Model. 

 

Figure 6 presents the Receiver Operating Characteristic (ROC) curve for the logistic regression 

model, illustrating its ability to distinguish between different levels of students’ programming anxiety. The 

model achieved an Area Under the Curve (AUC) value of 0.98, indicating excellent discriminative 

performance. An AUC value close to 1.0 reflects a high level of accuracy in classification, demonstrating 

the model’s strong capability to correctly differentiate between students with varying levels of 

programming anxiety. 

 

5. CONCLUSION 
 

This study demonstrated the successful development of a high-performing classification model 

for student programming anxiety levels using the Logistic Regression algorithm. The model achieved 

96.77 percent F-measure, 97.75 percent accuracy, 96.88 percent precision, 96.70 percent recall, and a 

Cohen’s kappa of 0.950, indicating strong classification capability. The findings highlight the potential of 

machine learning in addressing critical challenges in programming education and provide a foundation 

for future research aimed at supporting timely, data-informed interventions. It is recommended that 

future studies explore the integration of the developed model into institutional services, such as academic 

advising systems or learning management platforms, to enable real-time risk detection and the delivery 

of personalized support to students. Additionally, expanding the dataset in size and diversity and 
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investigating the application of advanced techniques, such as deep learning, are suggested to enhance the 

model’s reliability, generalizability, and practical value [30]. Establishing formal quality assurance 

procedures as part of future development efforts may further strengthen the robustness of similar models. 
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