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1. INTRODUCTION

The emergence of generative Artificial Intelligence (Al) represents a transformative development in
academic writing, influencing how scholarly content is created, reviewed, and disseminated. Generative Al
are types of Al that can generate new contents such as text, images, codes or music by learning patterns
and structures from large datasets. Generative Al tools such as OpenAl’s ChatGPT, Google’s Gemini and
academic-specific platforms like Elicit and Scopus Al now assist in a range of academic tasks, including idea
generation, drafting, and source synthesis [1], [2].
Surveys indicate that over 60% of university students globally have used Al tools for assignments,
while an increasing number of researchers employ them in literature reviews and manuscript preparation
(31, [2].
Beyond text generation, Al is now integral to referencing, plagiarism detection, and data analysis
through tools such as Grammarly, Turnitin, and Tableau [4]. However, the rapid integration of Al into
academic writing has triggered ethical concerns. Particularly, questions about authorship and plagiarism
arise when users overly rely on Al-generated content [5], [6]. Moreover, generative models are prone to
hallucinations, thereby producing fabricated citations or inaccurate claims, which compromises the
reliability of scholarly work [7], [8]. ChatGPT, for instance, has been shown to fabricate references or
misattribute findings, thereby risking the dissemination of misinformation [9], [10]. Such practices
threaten both academic integrity and the credibility of research outputs [11].
Furthermore, concerns extend to the diminishing of students’ critical thinking and analytical skills.
Academic writing requires not only coherence but also evidence-based reasoning, interpretation, and
original thought. Outsourcing these intellectual processes to Al may hinder the development of essential
academic competencies [12], [11]. In academic systems where independent thinking is emphasized, this
trend presents pedagogical risks [13], [14].
Also, inequitable access to advanced Al tools could widen academic disparities, privileging
students in well-resourced contexts [15], [16]. In response, scholars advocate for the responsible
integration of Al in academia. This entails establishing clear ethical guidelines that preserve academic
standards while leveraging benefits of Al. Transparency in Al use and disclosure practices must be
prioritized to uphold scholarly accountability [17], [5], [18], [19]. Based on this background, the objectives
of this review are
1. To examine ethical strategies and best practices for the integration of generative Al into academic
writing without compromising academic integrity.

2. Toidentify and analyze the risks associated with the use of generative Al in academic writing, including
plagiarism, hallucinated content, and data fabrication, and propose effective mitigation strategies.

3. To identify existing institutional policies and frameworks that promote the responsible use of
generative Al in academic settings.

2. RELATED WORK

The emergence of generative Al models such as GPT-3, GPT-4, Gemini, Claude, and Large Language
Model Meta Al has reshaped academic writing and knowledge production. These models utilize billions of
parameters to process and generate human-like text, enabling users to perform tasks ranging from
summarization and translation to full manuscript composition with impressive fluency [1], [8].
Increasingly, students and researchers in higher education are adopting these models for scholarly tasks,
leading to a reconfiguration of traditional approaches to academic inquiry and expression [20], [1]. The
attractiveness of these tools lies in their accessibility, ease of use, and capacity to reduce cognitive
workload, particularly under academic stress or time pressure [1], [21], [17]. Their integration into daily
academic routines has transformed the way individuals engage with content creation.

For instance, Al can assist non-native English speakers in achieving grammatically sound academic
writing, thereby promoting inclusivity [15]. However, this rapid adoption has sparked substantial debate
surrounding authorship ethics, academic integrity, and the redefinition of scholarly labor. Studies show

Journal homepage: https://journal. hmjournals.com/index.php/JAIMLNN



Journal of Artificial Intelligence, Machine Learning and Neural Network (JAIMLNN) ISSN: 2799-1172 0315

that more than half of undergraduate students across Europe and Asia now use generative Al tools to
support academic activities, a statistic that highlights the deep penetration of such technologies in learning
ecosystems [2], [1]. Nonetheless, this uptake presents pedagogical dilemmas. Critics argue that reliance on
Al risks transforming education into a mechanized process, detaching learners from the epistemic rigor
essential to scholarship [12], [4]. Consequently, there is a growing consensus around the need for robust
institutional guidelines and ethical frameworks to govern the use of generative Al in educational
environments [11], [10], [3].

One of the most pressing ethical concerns associated with Al in academia is the issue of plagiarism.
Al-assisted plagiarism involves the submission of Al-generated content as original student work, which
bypasses the learning process and undermines academic honesty [5], [3], [5], [22]. This includes gray
plagiarism, where content is paraphrased from Al-generated responses without proper citation, creating
ambiguity around authorship and originality [16]. Moreover, the academic community continues to grapple
with whether Al tools should be acknowledged as co-authors or contributors in academic publications.
While Al can draft coherent, well-structured manuscripts, it lacks intention, ethical reasoning, and
intellectual responsibility. The attributes considered essential to authorship [11]. Journals like Nature and
Science have explicitly stated that Al tools cannot be listed as authors, emphasizing instead that any use of
Al should be disclosed transparently in methodology or acknowledgements [23], [8], [19]. Such editorial
standards help preserve the integrity of the scholarly process while allowing for technological
augmentation.

A dangerous limitation of generative Al is its tendency to hallucinate, or produce plausible-
sounding but factually incorrect content, including fabricated references and data. Empirical studies reveal
that GPT-3.5 generated false citations in over 50% of its responses, whereas GPT-4, although improved,
still presented errors in academic contexts [5], [3], [7], [24], [22].

These inaccuracies pose substantial risks, especially in disciplines where misinformation can lead
to real-world consequences, such as medicine, engineering, and law [10], [21]. Scholars advocate for a
hybrid approach that combines Al-generated output with human critical review to ensure factual accuracy
and conceptual validity [13], [9]. There is also a call for the integration of Al literacy training within
curricula to help students and researchers learn to critically assess and verify Al-generated content [18],
[9].

While Al tools can boost writing efficiency, they may also promote intellectual passivity when
overused. Educational psychologists warn that an overreliance on Al diminishes higher-order thinking
skills such as critical analysis, synthesis, and argument development, skills central to academic success and
lifelong learning [9].

Instead of engaging with academic texts deeply, students may default to surface-level
understanding, which ultimately hampers their academic growth [1], [25]. Studies show that students who
rely on Al to complete assignments tend to retain less information and demonstrate weaker conceptual
understanding [1], [3]. This problem is exacerbated in educational systems with inadequate digital
infrastructure, where unequal access to Al tools intensifies existing educational inequalities [14].

In response to the growing ethical and pedagogical concerns, academic institutions are developing
regulatory frameworks to manage Al integration. The International Center for Academic Integrity (ICAI)
recommends policies emphasizing transparency, informed consent in Al use, and rigorous citation
practices [11], [4]. Some universities have gone further by updating their codes of conduct to explicitly
define acceptable and unacceptable uses of generative Al in coursework and research [2], [5], [19].
Simultaneously, scholarly journals are re-evaluating their editorial processes. Tools such as Turnitin and
Copyleaks now include modules capable of detecting Al-generated text, while reviewers are trained to
assess the plausibility of citations and check for signs of hallucination [23], [10].

These institutional responses aim to strike a balance between embracing innovation and
maintaining academic rigor [18], [4]. The path toward responsible integration of Al in academia lies in
establishing ethical frameworks rooted in transparency, collaboration, and educational equity. [11]
Propose a framework emphasizing human authorship, clear attribution of Al assistance, and institutional

Journal homepage: https://journal. hmjournals.com/index.php/JAIMLNN



Journal of Artificial Intelligence, Machine Learning and Neural Network (JAIMLNN) ISSN: 2799-1172 016

accountability. This is in line with UNESCO’s guidelines, which advocate for human-centered Al that
supports inclusive and sustainable educational outcomes [5]. [26].

Beyond policy, there is a growing push to integrate Al literacy into academic curricula [18].
Educators are encouraged to teach students how to interpret Al outputs critically, assess source credibility,
and verify claims through triangulation [27], [28], [11]. Applications such as Semantic Scholar, Elicit, and
Scite are increasingly recommended as alternatives to general-purpose Al tools due to their emphasis on
evidence-based information and traceable sources [10], [4].

3. METHODOLOGY

3.1 Research Design

This study employs a narrative review and conceptual synthesis to explore ethical, pedagogical,
and institutional aspects of Al in academic writing. Narrative reviews facilitate flexible analysis of complex
issues like Al ethics. Conceptual synthesis integrates diverse findings into coherent frameworks. The
review process involved
1. Identifying peer-reviewed studies, reports, and policies from 2020-2025.
2. Selecting literature on ethical, pedagogical, and technological Al dimensions.
3. Analyzing themes such as Al hallucinations, authorship ethics, and academic integrity.
4. Synthesizing insights into a cohesive narrative addressing the research questions.

3.2 Data Sources and Search Strategy
Literature was sourced from academic databases including Scopus, Web of Science, ERIC, JSTOR,

and Google Scholar. Institutional repositories from UNESCO, the International Center for Academic
Integrity, Turnitin, and the University of Cambridge were also accessed. Search terms combined keywords
such as “generative Al,” “academic writing,” “ethics,” “plagiarism,” “Al policy,” and “pedagogy.”
3.3 Inclusion and Exclusion Criteria

To maintain relevance and rigor, the following criteria guided literature selection
1. English-Language, Peer-Reviewed Or Editorially Reviewed Sources Published between 2020-2025.
2. Priority to works with scholarly impact focused on ethics, pedagogy, or Al integration.
3. Exclusion of grey literature and blog posts unless from credible academic or governmental

organizations.

3.4 Analytical Procedure

A thematic analysis approach was employed, involving iterative coding of data excerpts under
themes including ethical challenges, plagiarism and hallucination, pedagogical implications, academic
policies, and responsible Al frameworks. Coding was conducted manually using by the researchers, with
regular reflexive discussions to ensure consistency.

3.5 Guiding Research Questions

The synthesis was guided by the following research questions:

1. How can generative Al be ethically integrated into academic writing?

2.  What key risks such as plagiarism, hallucinations, and data fabrication require mitigation?
3. What institutional policies or frameworks support responsible Al use in academia?

3.6 Methodological Limitations

As a literature-based synthesis, this study does not incorporate primary empirical data from
specific populations or institutions. Findings are limited by the availability and scope of published works
in the relevant emerging field.
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4. RESULTS AND DISCUSSION

4.1 Ethical Integration Strategies for Generative Al in Academic Writing

The ethical integration of generative Al into academic writing presents complex challenges. While
Al tools offer significant benefits in drafting, rephrasing, and managing references [12], [8], they
simultaneously raise concerns about authorship, originality, and intellectual labor [21], [10]. Current
literature emphasizes the need for transparency, accountability, and human oversight to ensure
responsible Al use [10], [14], [28], [9]. Transparency is foundational to ethical Al integration. Scholars
argue for the explicit disclosure of Al involvement in academic work to preserve integrity [3], [2], [17].
However, ambiguity persists regarding how and where such disclosures should be presented and the depth
of understanding required from authors [28], [5], [19].

Equally essential is human oversight. Authors must retain responsibility for ensuring content
accuracy and ethical compliance [14], [28], especially given Al's tendency toward hallucination or factual
inaccuracy [8], [15]. Al literacy which is defined as the ability to critically understand functionality and
limits of Al, is essential for judicious engagement [27], [29]. Without it, users may over-rely on Al, risking
academic quality and critical skill erosion [15], [11], [4], [6]. The use of domain specific tools such as Elicit
and Scopus Al is recommended to support academic rigor and reduce reliance on less accurate general
purpose systems [10], [1]. These strategies synthesized from literature are summarized in Table 1.

Table 1. Ethical Integration Strategies for Generative Al in Academic Writing

. Supporting
Strat D t
rategy escription Sources
3], [23], [21], [19],
Transparent Disclosure Clearly state Al involvement in content creation 31,1 ][ 3[0] 11191

Maintain author accountability and conduct final

Human Oversight [11], [5], [26], [12]

review
Al Literacy Training Develop critical engagement skills with Al outputs [27], [15]
Assistive, Not )
SSISTve, o Use Al to enhance, not replace, human reasoning [28], [14]

Authoritative Use

Prefer specialized academic Al tools over general

Selective Tool U
elective Tool Use chatbots

[10], [22]
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Figure 1. Ethical Integration Strategies for Generative Al in Academic Writing
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Figure 1 shows that transparent disclosure and human oversight are the most emphasized
strategies for ethically integrating Al in academic writing. Less cited but still important are Al literacy,
selective tool use, and using Al as an aid not a replacement for critical thinking and authorship. Despite
these promising frameworks, several scholars caution that mere policy implementation such as mandatory
disclosures or oversight may be insufficient to embed ethical Al use meaningfully.

Broader pedagogical reforms are necessary, including reimagining assessment strategies,
redefining notions of authorship, and encouraging sustained ethical reflection within academic cultures [2],
[20], [13], [19]. Institutions must not only regulate which tools are employed but critically engage with the
motivations, contexts, and educational environments shaping Al use.

4.2 Risks and Mitigation Measures in Al-Assisted Academic Writing

A main concern in Al-assisted academic writing is Al hallucination, where generative models
produce fabricated content such as false citations or distorted facts. Despite their linguistic sophistication,
tools like ChatGPT are probabilistic models rather than factual repositories, risking the integrity of
academic work and exposing users to inadvertent misconduct [21], [10], [24], [22]. Institutional guidelines
often lack practical protocols for verifying Al-generated references, assuming users especially students can
independently ensure accuracy, an assumption that may be overly optimistic [5], [16], [19]. Skill erosion
presents another significant risk.

Dependence on Al tools may lead to neglect of essential academic writing skills, including
argument construction, evidence synthesis, and critical reflection. This concern supports cognitive
apprenticeship theory, which stresses the importance of guided practice for skill acquisition. Overreliance
on Al could thus undermine learning processes intended to develop metacognitive and rhetorical abilities
[91, [27].

The opaque, “black-box” nature of generative Al systems further complicates matters. Users often
lack awareness into how outputs are generated or what data sources inform responses, limiting their
capacity to assess bias, accuracy, or originality. This opacity may inadvertently promote plagiarism or
unethical citation [21], [13], [15]. Plagiarism and misattribution also arise from uncritical use of Al-
generated text, where users may unintentionally replicate existing content without appropriate citation.
Clearer guidelines on citing Al assistance are advocated but require a baseline of digital literacy and ethical
awareness often unevenly distributed across educational contexts [11], [16], [15]. Cultural challenges
emerge when Al replaces rather than supplements critical thinking. Strategies such as peer collaboration,
reflective practices, and gradual reduction of Al reliance are necessary and must be embedded
institutionally to be effective [18], [27], [2]. Table 2 summarizes these risks and mitigation measures as
synthesized from literature.

Table 2. Ethical Risks and Mitigation Measures in Al-Assisted Academy Writing

Risk Description Mitigation Strategy Supporting Sources
Generation of false or
Mandat ificati fall
Al Hallucination fabricated content and andatory vertiication 6t a [22], [24], [19]

Al-generated references

citations
Plagiarism and | Unintended reproduction Transparent citation and
o . [11], [16], [15]
Misattribution of existing work acknowledgement of Al use
Reduced development of | Limit Al use to supplementary
Skill Erosion critical thinking and tasks; promote manual [9], [8]
writing skills drafting
Black-Box Opacity of Al model Educate users on Al 211, [7]
Limitations training data and sources limitations and biases ’

Foster metacognitive
reflection and peer [1],[27], [13]
collaboration

Dependence on Al for

Overreliance .
core academic work
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Figure 2. Ethical Risks and Mitigation Measures in Al-Assisted Academy Writing

Figure 2 shows that Al hallucination, plagiarism, and overreliance are the most cited risks in
academic writing. Mitigation strategies include verifying Al content, ensuring proper attribution, and
promoting peer collaboration. Skill erosion and black-box limitations are also noted, calling for education
and limited Al use.

It is worth noting that, while ethical concerns around Al in academic writing are well documented,
existing strategies tend to focus on individual responsibility rather than systemic transformation.
Institutional reforms, particularly in pedagogy, assessment, and digital equity are needed to meaningfully
address these emerging risks [13], [12], [20], [19].

4.3 Institutional Frameworks and Policy Responses

Institutions are addressing the challenges of Al in academic writing by developing policies
grounded in human oversight, meaningful contribution, and transparency, as proposed by [11] and aligned
with UNESCO’s [3] ethical guidelines. These frameworks emphasize Al as a tool under critical human
control rather than an independent author. Universities are updating plagiarism and academic integrity
policies to explicitly cover Al misuse, requiring transparent disclosure of Al assistance to foster
accountability and ethical reflection [23], [29], [30]. [20] Enforces similar policies for journals, prohibiting
Al as an author, mandating Al use disclosure, and ensuring human editorial judgment.

A recent report by [4] indicated global university policies mandating transparency, proper Al
attribution, instructor discretion, and Al prohibitions in exams. Leading institutions like Harvard, MIT,
Stanford, and Oxford exemplify these balanced approaches that protect academic integrity while
encouraging innovation. Also, some institutions pioneer Al verification protocols involving manual cross-
checking of Al-generated content against peer-reviewed sources, promoting procedural integrity and
critical engagement [2], [22]. These efforts integrate ethical Al literacy into academic workflows,
curriculum design, and manuscript review. The summary of institutional responses and ethical frameworks
synthesized in recent literature is shown in Table 3.

Table 3. Institutional Frameworks or Policies Supporting Responsible Al Use in Academia

Framework/Policy Core Principle(s) Institutional Implementation | Sources
[11] Framework HumaIT 0v<?rsight, meaningful Faculty guifielines,. rr.1anuscript [11]
contribution, transparency review policies
[5], [26] UNESCO Al Human-centered, inclusive, National education strategies, (5], [26]
Ethics ethical Al curriculum development ’
. . Declare use of Al in submissions University honor codes, [3], [23],
Disclosure Policies ; :
and coursework academic regulations [30]
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Plagiarism Policy Expand definitions to include Al | Al-specific clauses in academic [21], [10]
Revision misuse misconduct rules ’
Verification Tools Validate Al-generated content | Encourage manual checking and (21, [22]
and Protocols with peer-reviewed sources dual-authorship ’
[20] Elsevier Transparency, integrity, Author disclosure, no Al [20]
Generative Al Policy human-led decisions authorship, editor oversight
Umver.31ty Transparency, ethical use, Student guidelines, exam
Generative Al . . ] . o . [4]
Policies (2025) instructor discretion prohibitions, academic integrity

[11] Framewark

UNESCO Al Ethics s S

Disclosure Pelicies e e S, W——— 3

Plagiarism Policy Revision s e e

Verification Tools and Protocels s s e

Elsevier Generative Al Policy P

University Generative Al Policies (2025) B
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Number of Supperting Sources

Figure 3. Figure Institutional Frameworks/Policies Supporting Responsible Al Use in Academia

Figure 3 reveals that disclosure policies are the most supported institutional framework for
responsible Al use in academia. UNESCO guidelines, plagiarism policy revisions, and verification protocols
follow closely, emphasizing transparency, ethical standards, and human-led oversight in academic
environments. Literature synthesis indicates that, despite promising policy developments, enforcement
remains uneven, and faculty training on Al ethics is often insufficient. Significant gaps exist in addressing
Al's ethical impact on academic publishing, research evaluation, and tenure [18]. Studies warns that
national Al strategies favour training Al experts over using Al to transform education, risking inadequate
regulation of ethical issues. Studies cautions that unregulated Al use, like ChatGPT, may impair students’
critical thinking without clear ethical guidelines and pedagogical integration. These challenges exposed the
need for systemic, interdisciplinary approaches to foster ethical Al cultures in academia.

5. CONCLUSION

This narrative review and conceptual synthesis provide an examination of the ethical, pedagogical,
and policy challenges posed by generative Al in academic writing. The findings revealed the need for
transparency, responsible use, and clear disclosure practices to uphold academic integrity while leveraging
the potential of Al in academic writing. Key risks such as plagiarism, hallucinated content, and authorship
problems demand vigilant mitigation through robust institutional policies and guidance. Moreover, ethical
frameworks and responsible innovation models provide valuable pathways for integrating Al tools in ways
that support, rather than undermine critical thinking and creativity in academic writing. Notwithstanding
the limitations inherent in literature synthesis, this study revealed emerging consensus and tensions in
current scholarship, setting the stage for future empirical research. With the growing integration of
generative Al in education, a responsible and balanced approach is key to maximize its benefits while
preserving the integrity of academic writings.
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