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Abstract: Due to uneven rainfall, nowadays the amount of rain to be showered in a month 

is getting showered in few days. The massive wastage of water occurs due to irregular 

heavy rainfall and water released from dams. To avoid this, the proposal suggests an idea 

to develop a watershed and to predict the water level measurement by Bayesian 

classification, clustering, and optimization techniques. Artificial Neural Network is one of 

the previous techniques used to predict water level which gives approximate result only. To 

overcome the disadvantage, this proposal suggests an idea to develop the watershed by 

using different machine learning techniques. The level of water that can be stored is 

calculated using Bayes Network which will classify the data into labels according to the 

condition of the capacity of the minimum and maximum storage level of the watershed. 

The standardized data considered for the classification are normalized using the z-score 

normalization. Classification will represent the result by means of the instances that are 

correctly classified. The output of the classified data is fed into clustering algorithm where 

the labels are grouped into different clusters. The K-Mean algorithm is utilized for 

clustering which iteratively assign data point to one of the k group according to the given 

attribute. The clustered output gives the result of how many instances are correctly 

clustered. The clustered output will be refined for further process such that the data will be 

extracted as ordered dataset of year wise and month wise data.  

For the extracted data gradient descent algorithm is applied for reducing the error and 

predicting the amount of water stored in watershed for upcoming years by means of 

calculating the actual and prediction value. Later the result will be visualized in the form 

of graph. The obtained output is considered as an input for posterior probability that uses 

J48 algorithm which gives the result of probability of event happened after all the evidence 

is taken for consideration and gives the accurate result. The above methodology provides 

high performance and efficient result. 
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1. INTRODUCTION 

 

Water scarcity is the major issue in today’s world. Due to uneven rainfall the amount of water 

to be showered in months is getting showered in days. The massive wastage of water occurs 

due to uneven rainfall and water released from dams because of this issue each district, town 

and village suffer by water scarcity. We are pushed to a situation where we must save water 

in every possible way. To save water and to avoid wastage of water this proposal suggests an 

idea to develop a watershed in town situated in Thanjavur district which has three water 

resources such as, and to predict the water level measurement in watershed. A watershed is 

an area of land that stores rainwater into one location such as a stream, lake, or wetland. 

These water sheds are used for supplying the drinking water, water for agriculture and 

provides habitation to various plants and animals. 

Artificial neural networks back propagation method is one of the previous techniques used to 

predict the water level. It gives less accurate and approximate results. To overcome this 

disadvantage and to increase the accuracy, this proposal uses machine learning techniques 

such as Bayesian network classification, k mean clustering, gradient descent, and posterior 

probability to find the monthly quantity of water that can be stored in the watershed which 

benefits the 106 taluks in Kumbakonam town. The overall process has three major 

components such as representation, evaluation, and optimization. 

 

1.1 Data preprocessing 

Past 15 years dam outlet readings and rainfall readings at a particular region is taken as  

input data set. The preprocessing of data is done by standardization and normalization. The 

rainfall readings in millimeter standard and dam outflow readings in TMC standard are 

standardized into cubic cm standard. The standardized readings are normalized by z-score 

normalization. Normalization is done to make the standardized data into a particular range. 

 

1.2 Representation 

Bayesian network classification is used for representing the conditional dependencies of a set 

of data. It is a probabilistic graphical model. It is represented by directed acyclic graph. It is 

used for finding the probabilistic relationship between data where events are represented as 

nodes and edges represent probabilistic relation between events. If the nodes are not 

connected it represents the conditional independency of variables. Since the proposal being a 

prediction model, Bayesian network is most suitable algorithm.  

K means clustering is used to cluster the data. This proposal uses large data set, so to process 

the data quickly and efficiently fast algorithm like K mean is used. K clusters are partitioned 

from number of observations in which each cluster contains observation. 

 

1.3 Optimization 

Gradient descent is used for the optimization. It is computationally efficient which generates 

stable convergence and stable error gradient. It reduces prediction error and improves 

prediction accuracy. Another name of gradient descent. Machine learning problems such as 

linear regression can be solved by Gradient descent. The relationship between two or more 

independent variables and one continuous variable can be explained by multiple linear 

regression. It is used to forecast values for future years. 
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1.4 Evaluation 

Posterior probability can be obtained by updating the prior probability using Bayes' theorem. 

The posterior probability of a random event is captured after the evidence or background is 

considered into account. The posterior probability is the probability of event B occurring in 

which the event A had occurred already. The posterior probability is directly proportional to 

the product of likelihood and prior probability. By using these techniques more accurate and 

optimized results can be obtained. 

Over 95 TMC to 110 TMC water is released from dam but not even a 4 TMC is reaching the 

surrounding towns which is stated in many research and records. This proposal gives a gist to 

save the water in the form of watershed which gives good level of storage of water and this 

watershed development appears to help in terms of groundwater recharge which benefits the 

farmer as well as for domestic purpose. 

 

2.      PREVIOUS WORK 

2.1 Artificial Neural network  

It is one of the methods used in predicting rainfall which gives only the approximate results. 

To predict exact results existing techniques can be enhanced by the addition of some 

techniques like Regression, clustering, and optimization process. ANN is the collection of 

connected nodes called artificial neurons. Neurons may be implemented in multiple layers, 

where each layer process signal and performs some specific task. This processed information 

is then passed to next node as a signal (weight), which leads to desired output. ANN 

automatically learns from its training set which leads to its popular usage. ANN performance 

can be improved by number of hidden layers (up to 2) and number of nodes implemented at 

each layer. 

In previous work the system uses back propagation method to handle local minima 

phenomenon that happen in watershed graphs. This system also process data using previous 

work method without addition of runoff drainage rate. The predictions result from both 

models then compared by its accuracy and precision rate. Model scheme for previous work 

method can be seen on Figure 1.1.  

The optimum prediction for each method is generated from learning rate, hidden node, and 

additional momentum rate if necessary. Proposed research manages training and testing with 

various conditions to analyze impact of variable changes to the data processing. Basically, the 

amount of hidden node should be between input node and output node. Optimum variables 

(learning rate, hidden node, and momentum) for water level prediction. 

 

3. PRESENT WORK 

To overcome this disadvantage of the existing system the proposed system in Fig. 3.1 uses 

Bayesian network which is the representation method that used to find probabilistic 

relationship between nodes (states of the world). Gradient descent is used to reduce the 

prediction error and improves prediction accuracy. Posterior probability is used to make the 

predicted water level more accurate. 

The acquired by the past rainfall readings and dam outlet readings are standardized by Z-

score normalization. The relationship between is calculated by correlations. Bayesian 

Network classification is used for finding probability relationship and data are clustered using 
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K-Means clustering. Gradient Descent reduces prediction error and improves prediction 

accuracy. Posterior probability is applied to make the result more accurate. 

3.1 Architecture Diagram 

 
Fig. 3.1  Architecture diagram 

 

 

4.     DESIGN AND IMPLEMENTATION 

4.1 Standardization 

The original rainfall data is in millimeter. The Dam reading is in cusec. Then both data must 

be converted into common unit. It must be converted into cm3.  

 

4.1.1 Dam data conversion (TMC to cm3) 

TMC  m3 
l cm3 

1 TMC = 28316846.592*1000*1000 cm3 (4.1) 

  Where 1TMC = 28316846.592 m3 

1m3 = 1000l 

1l = 1000 cm3 

 

4.1.2 Rain data conversion (mm to cm3): 

mm cm cm3 

1 mm = 0.1*(cm)    (4.2)                                                                            

Where 1 mm = 0.1 cm 

0.1 cm = (0.1)3 cm3 

4.1.3. Normalization using Z-Score: 

V|   = V-Ā/σA    (4.3)                                                                                                              

Where Ā is the Mean. 
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σA is the square root of the variance. 

Variance=1/nΣn
i=n

 (xi-x)2   (4.4)   

  

 
Fig. 4.1 Normalized values of dam outflow and rainfall 

 

4.2 Classification using Bayes 

Classification was applied for year wise data. Here Bayesian Network is used. It is used to 

find probabilistic relation between events. Bayesian network is used when outcome is 

uncertain. 

 

4.2.1 Steps 

xlsx csv (comma separated value) file 

csv  .arff (Attribute Relation File Format) file. 

 

4.2.2 Based on Water storing capacity of a watershed 

Min: 2.19 TMC 

Max: 95.66 TMC 

 

4.2.3 Data classified into two types 

Value (Dam outflow + rain data)>=  

-0.70711(Z- score value) H (4.5) 

Value (Dam outflow + rain data) <  

-0.70711(Z- score value)  L (4.6) 

 

 

4.2.4 For Dam Outflow 2 Timings are used 

capacity1 -> 8.00 AM 

capacity2 -> 4.00 PM 
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4.2.5 Result obtained for Bayes net 

 

 
Fig. 4.2 Bayesian Network gives accuracy of classification. 

 

The obtained result shows the accuracy of classification in percentage values 

Total Number of instances: 364 

Correctly Classified: 324 ie.,89% 

Incorrectly Classified: 41 i.e.,11%  

 

 
Fig.4.3 Confusion Matrix in Bayes net. 

Here: 

• 241 represents correctly classified H label. 

• 20 represents incorrectly classified H label as L label. 

• 83 represents correctly classified L label. 
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• 21 represents incorrectly classified L label as H label. 

 

 
Fig. 4.4 Classification Visualization window 

Indicators: 

H  blue color 

L  red color. 

x  correctly classified. 

box incorrectly classified.  

 

The below mentioned Table 1 shows the accuracy percentage of capacity 1 and capacity 2 of 

year wise data. 

 

Table I Classification Accuracy Table in % 

 
 

4.3 Clustering using K-means 
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4.3.1 Steps 

xlsx  csv (comma separated value) file 

csv  .arff (Attribute Relation File Format) file. 

4.3.2 Finding the range for “H” label 

capacity 1: 

Min of “H”: 6.816772 

Max of “H”: -2.77594 

Average:  2.020414 

capacity 2: 

Min of “H”: 6.997528 

Max of “H”: -0.70674 

Average:  3.145394 

 

4.3.3 Data for “H” label is divided into 2 groups as 

Capacity1: 

value>= 2.020414   HH                                                                  

value < 2.020414   HL                                                                      

Capacity2: 

value>= 3.145394  HH                                                                  

value< 3.145394  HL  

                                                                     

3 groups of data such as HH (High), HL (Medium), L (Low) is used in clustering. Clustering 

is done for Whole data. 

 

4.3.4 Result obtained for K-means 

Simple K-Means algorithm is used for clustering. 

Number of clusters=3. 

Here class label is ignored in attributes list. 

Number of iterations: 8 

Here initial cluster point for 3 clusters is shown. 

Final cluster point for data set is shown in the below cluster information. 

 

 
Fig. 4.5 Clustered Information 
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Cluster 0 2102 data (both correct and incorrect data) 

 

Similarly, for cluster 1 and 2. 

Cluster 0 L 

Cluster 1 HH 

Cluster 2 HL 

 

Out of 4748 instances 1739 instances i.e., 37% are incorrectly clustered 

 

 
Fig. 4.6 Cluster visualization 

 

The Fig 4.6 shows the visualization of cluster where the blue indicates cluster 0 i.e., L, red 

indicates cluster 1 i.e., HH and green indicates cluster 2 i.e., HL 

 

In visualization window click on any point. This displays instance information. The Fig. 4.7 

shows the instance information for the instance 1252 and month-June, amount of water 

storage will be low “L” and weka correctly clustered it as “cluster 0” (L). 
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Fig. 4.7 Instance information window 

 

4.4 Gradient Descent 

4.4.1 Steps 

For each month, based on cluster value (HH, HL, L) average of sum value is taken. 

For capacity 1  Cluster0(L), Cluster1(HH), Cluster2(HL). 

For capacity 2  Cluster0(HL), Cluster1(HH), Cluster2(L). 

 

 
Fig 4.8 Actual data for gradient descent 

 

The Figure 4.8 shows the actual data used for calculating gradient descent. By following 

various steps, we can forecast the capacity of water to be stored in exact numbers. 

 

4.4.2 Forecasting calculation 

4.4.2.1 mavg, Cmavg values are calculated 

 

 mavg =AVERAGE (D4:D15)                     (4.7)                                                    

where E14, E15 represent sum values. 
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Average of sum value for first 12 values. For subsequent values of mavg, move one cell 

down then take average of sum value. 

Cmavg   =AVERAGE (E14:E15)  (4.8)                                                                     

           where E14, E15 represent mavg values.                                          

 

Average of 1st 2values of mavg.  Similarly, by moving one cell down, take average for 2 

values of mavg. 

  

 
Fig. 4.9 Graph for actual and calculated values 

 

The Fig. 4.9 shows the graph representation of sum and Cmavg values. Here the blue line 

indicates the actual value, and the red line indicates the predicted values. The actual and 

predicted values have large difference so to minimize that both intercept and slope values are 

calculated. 

 

4.4.2.2 StIt, St, Deseasonalize, It values are calculated 

St, It, forecast values are calculated for 2016, 2017, 2018, 2019, 2020 also. 

StIt =D14/F14    (4.9)                                                                                                      

 

where D14 represents sum. 

F14 represents Cmavg  

St = AVERAGEIF (C14:C157, U25, G14:G157) 

(4.10)                                        where C14:C157 represents month value. 

U25 represents criteria for month value 

G14:G157 represents StIt value. 

 

Deseasonalize = D4/H4   (4.11)                                                                                    

where D4 represents sum value. 

H4 is the St value. 

 

4.4.2.3 Linear regression analysis in Excel 

To find the intercept values, linear regression is calculated through data analysis in excel. It 

will provide the summary output of linear regression the Fig. 4.10 shows the output for linear 

regression. 

The coefficient of intercept and t values is taken for further calculation. 
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4.4.2.4 Linear regression analysis in Excel 

It = $C$225+$C$226*A4   (4.12)                                                                    

where t is series number. 

C225 is intercept value.C226 represents t. 

Forecast = St*It    (4.13)      

                                                                                               

 
Fig. 4.10 Linear regression output 

 

The Fig. 4.11 shows the graph of forecast values and the green line indicates the forecast 

values. 

 

 
Fig. 4.11 Graph for Actual, Calculated and Forecast values. 

 

The output values are not in normalized values so conversion must be done using the 

NORMINV function. 
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value(cm3) =NORMINV (K4, Q4, R4) (4.13)                                                 where 

K4 is the forecast value. 

Q4 is mean value for normalized original data. 

R4 is standard deviation for normalized original data. 

 

4.5 Posterior Probability 

The calculated forecast values are classified based on cluster label (HH, HL, L) using J48 

algorithm for each month. The input data consists of month, label and forecast values for 

each capacity separately which is shown in the Fig. 4.12. 

 

 
Fig. 4.12 Input ARFF file for J48 

 

4.5.1 Result obtained for J48 

The J48 algorithm is used for classification, here number of instances for leaf node is 2. i.e., 

M2. Confidence factor is 0.5 (for more accuracy). Total number of instances used her is 612. 

All these details were obtained through the J48 output window that is shown in the Fig. 4.13. 
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Fig. 4.13 Output window for J48 

 

The J48 accuracy is shown in the Fig. 4.14 where the number of leaves obtained is 32. Here 

correctly classified instances were 550 in percentage it is 90% and incorrectly classified 

instances were 62 in percentage it is 10%. The confusion matrix of J48 show the details in 

term of HH, HL and L labels which is shown in the Fig. 4.15. 

 

 
Fig. 4.14 J48 Accuracy 
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204correctly labeled as L. 

150correctly labeled as HH. 

54incorrectly labeled as HL, instead of HH. 

8incorrectly labeled as HH instead of HL. 

196correctly labeled as HL.  

 

 
Fig. 4.15 Confusion matrix for J48 

 

The output of the J48 is also show in tree form using the visualization that is shown in Fig. 

4.16. The tree visualization for each month classified as HH, HL for forecast value using J48. 

 

 
Fig. 4.16 Output tree visualization for J48 
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The classifier visualization is shown in the Fig. 4.17 where the X-axis denotes forecast values 

and Y-axis denotes cluster values. The accuracy percentage of the capacity is also shown in 

the Table. 4.2. 

 

 
Fig. 4.17 Visualization window for J48 

 

Table II J48 classification accuracy table in % 

capacity  Accuracy in %  

Capacity 1  90  

Capacity 2  80.2288  

 

The J48 algorithm will classify the label and gives the results as predicted clustered labels it 

is shown in the Fig.4.18, we can find the difference between the calculated classified labels 

and weka classified labels. 
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5. CONCLUSION 
 

Applying above specified data techniques the accuracy of system is increased certainly when 

compared to previous techniques applied through ANN technique. Where ANN leads to 

desired output but there are some uncertainties like it provide results only up to approximate 

level and do not give accurate results. By using data mining techniques, values are forecasted 

here will be useful for predictive analysis and will gives the accurate result in numbers and 

percentage. 
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Fig. 4.18 output ARFF file for J48 
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