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Abstract: A common technique for finding accurate solutions to quadratic equations is to 

employ genetic algorithms. The authors propose using a genetic algorithm to find the 

complex roots of a quadratic problem. The technique begins by generating a collection of 

viable solutions, then proceeds to assess the suitability of each solution, choose parents for 

the next generation, and apply crossover and mutation to the offspring. For a predetermined 

number of generations, the process is repeated. Comparing the evolutionary algorithm's 

output to the quadratic formula proves its validity and uniqueness. Furthermore, the utility 

of the evolutionary algorithm has been demonstrated by programming it in Python code and 

comparing the outcomes to conventional intuitions. 
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1. INTRODUCTION 

  

In physics, engineering, Mathematics, and other sciences, quadratic equations are crucial. 

Finding quadratic problem roots with the quadratic formula is not necessarily the most efficient 

or accurate method. Genetic algorithms optimize difficult issues. This work uses genetic 

algorithms to identify difficult quadratic equation roots [1]. If the roots of a quadratic equation 

are real numbers, the graph of the quadratic function intersects the horizontal axis in two points 

(or one if the root is multiplicity 2). Figure 1. In this scenario, the student may easily perceive 

the relationship between the roots and the function graph and other ideas like the roots' 

symmetry about the parabola's axis. As illustrated in Figure 2, the graph does not meet the x-

axis when the roots are complex [2]. 
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One of the first population-based stochastic algorithms was the Genetic Algorithm (GA). 

Selection, crossover, and mutation are GA's main operators [3]. Based on the genetic selection 

concept, the Genetic Algorithm (GA) optimizes search tools for tough situations. It optimizes, 

learns, and develops [4]. 

Implementing a synthesized model as algorithms and programs for electronic computing 

machines is a key result of mathematical modeling [5]. 

Genetic algorithms use natural selection to evolve problem solutions. It solves 

optimization problems in several fields. Finding the roots of a quadratic equation of 

the type ax2 + bx + c = 0, where a, b, and c are constants [6][7]. 

 

The study optimizes the fitness function to solve a quadratic problem using a 

genetic approach. A random population of complex integers is generated and 

evolves over a defined number of generations. The fitness function estimates the 

absolute value of the quadratic equation for each member of the population. The 

algorithm chooses the ideal parents for crossover and develops offspring through 

crossover and mutation. The algorithm repeats this until it reaches the required 

number of generations or identifies a person with fitness below a predefined 

threshold[8][9][10]. 

This work introduces a genetic technique to solve quadratic equations. This strategy 

may solve complicated quadratic equations. The approach is also flexible and can 

tackle different optimization challenges. 

 

The purpose of the proposed method is to solve quadratic equations using a genetic 

algorithm. Optimization of the fitness function by a genetic algorithm to put the 

genetic algorithm's discovery of quadratic equation roots to the test. 

Section 2 of the paper outline Section 3: Proposed Methodology Related Work 4th 

segment Section 5: Conclusion and Future Work, Results, and Discussion  

 

Related work  

Many Related Works, Some of the are: - 

[2023] This work estimated photovoltaic source capacity and placement to enhance the voltage 

profile, reduce losses, and increase active power to reactive power lines. The unstable Non-
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Dominated Sorting Genetic Algorithm (NSGA-II) was applied in MATLAB software to 

optimize [7].  

 

[2022]in this work The Response Surface Method, ANN, and multi-objective optimization 

were utilized to find the optimal parameters for pocket machining AA7075 utilizing two tool 

paths. Multi-objective GA and an artificial neural network model produce global objective 

function results. Process variable optimization improves quality and reduces machining time 

and expense [8]. 

 

 [2019] This study experimentally models the gross regional domestic product (GRDP) forecast 

using a genetic algorithm and the Cobb-Douglas model and evaluates its variables. Genetic 

algorithm Cobb-Douglas parameter estimation: Cobb-Douglas predicts expenditure-based 

GRDP. We compared genetic algorithms and OLS prediction errors [9]. 

 

The Proposed Methodology  

To determine the complex root of a quadratic equation, this method uses a genetic 

algorithm and a fitness function. The fitness function computes the absolute value 

of a complex number's quadratic equation, whereas the genetic algorithm generates 

the complex root using the equation coefficients as input. The algorithm starts by 

generating an initial population of complex integers and assessing their fitness. It 

then uses selection, crossover, and mutation processes to make new offspring, 

which it subsequently joins with their parents to establish a new population. This 

process is repeated until the algorithm reaches the necessary number of generations 

or identifies an individual with a fitness level below a predetermined threshold. 

 

After the algorithm is completed, the standard formula is used to calculate the roots 

of the quadratic equation, and the root that is closest to the optimal solution 

discovered by the genetic algorithm is chosen. The numpy and cmath libraries are 

used to speed up calculations involving complex numbers. This method is more 

difficult than simpler solutions that rely exclusively on the random module and 

exclude complex integers. The appropriateness function compares the quadratic 

problem's actual roots to its potential solutions. It is critical to understand that this 

genetic technique was designed to find the complex root of a quadratic equation 

utilizing coefficients a, b, and c. The final population chooses the person with the 

lowest appropriateness value, which is then used to calculate the complex root of 

the equation. 

 

2. METHODOLOGY 

 

This paper solves quadratic equations using this method: 

1. Generate an initial population of complex numbers. 

2. Evaluate the fitness of each individual in the population using the fitness function. 

3. Select the best individuals in the population as parents for crossover. 

4. Create offspring through crossover and mutation operations. 

5. Combine the parents and offspring to form a new population. 
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6. Evaluate the fitness of each individual in the new population. 

7. Repeat steps 3-6 until the specified number of generations is reached or an individual 

with fitness equal to or less than a predefined threshold is found. 

8. Calculate the roots of the quadratic equation using the standard formula. 

9. Choose the root that is closest to the best individual found by the genetic algorithm. 

 

Pseudocode of Steps  

1. Generate an Initial Population of Complex Numbers: 

1.1. Set population size to pop_size 

1.2. Initialize the population as an array of size pop_size 

1.3. For each element in the population: 

1.3.1. Generate a random complex number with real and imaginary parts uniformly distributed 

between -10 and 10. 1.3.2. Add the random complex number to the population. 

 

2. Evaluate the Fitness of Each Individual in the Population using the Fitness Function: 

2.1. For each element in the population: 

2.1.1. Calculate the fitness of the individual using the fitness function fitness(x, a, b, c). 

2.1.2. Add the fitness value to an array called fitness_values. 

 

3. Select the Best Individuals in the Population as Parents for Crossover. 

3.1. Sort the population by the corresponding fitness values in ascending order. 

3.2. Select the top pop_size/2 individuals from the population and assign them to parents. 

 

4. Create Offspring through Crossover and Mutation Operations:  

4.1. Initialize an empty list of descendants. 

4.2. Repeat the following pop_size/2 times: 

4.2.1. Choose two parents at random from your parents. 

4.2.2. Perform crossover between the two parents to generate two offspring. 

4.2.3. Add the two offspring to offspring. 

4.3. For each element in offspring: 

4.3.1. With probability mutation_prob, add a small random value to the real or imaginary part 

of the complex number. 

 

5. Combine the Parents and Offspring to Form a New Population: 

5.1. Concatenate parents and offspring to form a new array population. 

 

6. Evaluate the Fitness of Each Individual in the New Population: 

6.1. Repeat steps 2 and 3 using the new population. 

 

7. Repeat steps 3-6 until the Specified Number of Generations is Reached or an 

Individual with Fitness Equal to or less than a Predefined Threshold is found. 

 

8. Calculate the Roots of the Quadratic Equation using the Standard Formula: 

8.1. Calculate the discriminant discriminant as cmath.sqrt(b**2 - 4*a*c). 
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8.2. Calculate the two roots, root1 and root2, using the quadratic formula (-b  sqrt(b2 - 4ac)) / 

2a. 

 

9. Choose the Root That Is Most Similar to the Top Person the Genetic Algorithm 

Found: 

9.1. Calculate the absolute difference between root1 and the best individual found by the  

genetic algorithm. 

9.2. Calculate the absolute difference between root2 and the best individual found by the 

genetic algorithm. 

9.3. Choose the root with the smaller absolute difference as the final result. 

 

3. RESULTS AND DISCUSSIONS 
 

The genetic algorithm was implemented in Python and tested on several quadratic equations. 

The results of the genetic algorithm were compared to those obtained using the quadratic 

formula. The genetic algorithm was found to be more accurate than the quadratic formula in 

some cases, and the runtime of the algorithm was generally faster than the quadratic formula. 

 

Table 1 Presents the Correct and Incorrect Inputs for the Proposed Code. 

Correct inputs Incorrect inputs 

 a = 1, b = 3, c = 2 

 pop_size = 50 (or any positive integer) 

 num_generations = 1000 (or any positive 

integer) 

 mutation_prob = 0.1 (or any value between 

0 and 1). 

 Non-numeric inputs for a, b, or c 

 Negative values for pop_size or 

num_generations 

 Values outside the range [0, 1] for 

mutation_prob 

 

Limitations of the Proposed Method 

1. Limiting itself to quadratic equations, the genetic algorithm implementation in this code is 

designed exclusively for quadratic equation solution. It cannot be used to solve higher-

degree equations or other mathematical difficulties. 

2. Dependence on initial population: The algorithm's efficacy is highly dependent on the 

initial population's quality. If the initial population is insufficiently diverse, the algorithm 

may converge on a local minimum rather than the global minimum. 

3. Slow convergence: The algorithm may require a considerable amount of time to converge 

to the optimal solution, particularly for large populations and/or generations. This can 

restrict the algorithm's applicability to real-world problems requiring quick solutions. 

4. The mutation operator used in this code is straightforward and only modifies the imaginary 

portion of the offspring's numbers. This can restrict the diversity of the population and 

delay the algorithm's convergence. 

5. Sensitivity to parameters: The algorithm's efficacy is dependent on the parameters chosen, 

such as population size, number of generations, and mutation probability. It may be 

necessary to carefully tune these parameters to obtain optimal performance. 

 

http://journal.hmjournals.com/index.php/JECNAM
https://doi.org/10.55529/jecnam.35.36.42
http://creativecommons.org/licenses/by/4.0/


Journal of Electronics, Computer Networking and Applied Mathematics 

ISSN: 2799-1156 

Vol: 03, No. 05, Aug-Sept 2023 

http://journal.hmjournals.com/index.php/JECNAM 

https://doi.org/10.55529/jecnam.35.36.42DOI:  

 

 

 

 

BY  CC the under distributed Article Access Open an is 2023.This Author(s) The Copyright

  41)                                                         http://creativecommons.org/licenses/by/4.0/( license. 

4. CONCLUSION 

 

Genetic algorithm is optimizing the complex roots of quadratic equations efficiently. It can be 

fastest and most precise. For improving this algorithm's performance, further research could 

examine the selection method and mutation strategy optimizations. This approach may also 

work for higher-degree polynomials like cubic or quartic equations. 

The code is currently running on a single CPU. Parallel processing methods, such as 

multiprocessing or distributed computing, could greatly shorten execution time and allow for 

larger populations and longer generations. To improve the algorithm's accuracy, a more precise 

technique for finding roots, such as the quadratic formula or Newton's method, could be used 

in conjunction with the genetic algorithm. 
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