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Abstract: The advancement of technology is creating ease in every field and one of the 

major fields that has benefitted from this is healthcare. Medical images which includes 

Multi resonance images, Computed tomography scans and many more have always been 

used significantly to get a better understanding of the disease, rather knowing the disease 

and blurred visions of the same can be a matter of concern since so much depends on the 

images as they are used for analysation. The Covid19 Pandemic hit the population and 

made things worse for humans and created havoc worldwide, and its early detection using 

the chest X-rays is significant and the use of technology in this can make it an even better 

process. So, to classify the chest x-ray images into covid19, viral pneumonia, lung opacity 

or normal can play a notable role in the area of research. For the indicated purpose, a 

pretrained model is used by using transfer learning, an efficentnetb4 is used for the same. 

For the evaluation part of the model, F1 score, sensitivity and precision are used. The 

method successfully classifies the chest x-ray images into four types, accompanied by an 

accuracy of 96.73% on the test set. Brain tumor has also been an area of major concern 

for a long time and various research has been done in the indicated field, but still a lot is 

left to be discovered. The classification of brain tumors not only helps in creating ease with 

treatment, but it also depicts that if a tumor is cancerous or not. For this purpose, MRI 

images are being used for classifying brain tumors into glioma, pituitary, no tumor, 

meningioma and for this also, a pretrained model is used by using transfer learning, 

efficentnetb4 is used for the same and for the evaluation part of the model, F1 score, 

sensitivity and precision are used. The method successfully classifies the brain mri images 

into four types with accuracy of 98.58% on the test set. While most of the existing 

techniques either use different methods for same modality or different methods for 

different modalities, this work uses same method efficientnetb4 for both different types of 

medical images x-ray as well as mri images.  
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1.  INTRODUCTION  

 

“The COVID-19 pandemic has created massive harm to society and caused panic across the 

world. Such panic may be ascribed to the apparently misleading capabilities of COVID-19.” 

[1] “As a result, the severity of the causative coronavirus, SARS-CoV-2, changed to be 

deeply underestimated throughout society at the start of the COVID-19 outbreak” [1]. 

“Putting off care that delays detection, prognosis and remedy of great fitness situations can 

also additionally result in a faded niche of life, situations worsening in preference to being 

managed, or even deaths that might have in any other case been preventable. Detection and 

classification of covid19 will not only help doctors to help the patient sooner but it will help 

to increase the survival rate as well. When it comes to a medical decision which is image 

grounded, different modalities of medical images of a particular organ in a case are captured. 

Every image has a story to tell and these images will represent a modality that will give us the 

examined organ’s details which could be a tumour or a stroke. The complete and accurate 

analysis of every modality promotes us in the right direction. Coronavirus ailment “is an 

infectious ailment” [1] “due to the SARS-CoV-2 virus. Most humans inflamed with the virus 

will revel in slight to mild breathing infection and get better without requiring unique 

treatment. However, a few turns” [1] “into severely sick and require scientific” [3] “attention 

and it affects the lungs severely and some people feel severe post covid19 affects too. 

Pneumonia” [4] “is contamination that inflames the air sacs in a single or each lung. The air 

sacs might also additionally fill with fluid or purulent material” [2][4], “inflicting cough with 

phlegm or pus, fever, chills, and problem in breathing.” [2][4] “A style of organisms, which 

include bacteria, viruses and fungi, can purpose pneumonia.” [2][4] “Pulmonary opacity is a 

nonspecific time period describing a place of elevated pulmonary attenuation as a result of an 

intraparenchymal process. Pulmonary opacification represents the end result of a lower 

within the ratio of fueloline to gentle tissue blood, lung parenchyma and stroma within the 

lung. The brain tumour has been a devasted form of disease and continues to be a reason of 

death for millions of people and brain itself has a structure of complexity and in addition to 

that, if a tumor happens to be located in the brain it makes things worse, as not only, it is one 

of the most important organs of the body but because it gives instructions to all other parts of 

the body and any discrepancy in the same will affect all other functions as well in some way 

or the other, the detection of “tumor in early stages” [20] can increase the chances of survival, 

now brain tumor can be benign or malign and this depends on the position, the nature of the 

tumor and how it is growing and it does not affect the healthy cells and does not make them 

cancerous therefore they are benign and instances can include pituitary and meningioma, 

malign brain tumor are cancerous and does affect the nearby cells and sometimes even affect 

the spinal cord too and instance includes glioma. Brain tumors also have stages based on how 

severe they are or how much they are growing. Early detection at early stages helps the 

patients to survive.  

 

 This work classifies brain tumor as well as different lung diseases using brain mri and 

chest x-ray images respectively by utilising efficientnetb4 for both different types of medical 

images.  

 Gives good accuracy.  
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 Different performance metrics to evaluate the work.  

 

Related work  
The proposed COVID-Net which is one of the first open source network designs for COVID-

19 detection from CXR images and with this they also provided COVIDx which is an open 

source bench mark dataset. This dataset is combined and modified using 5 different publicly 

available repositories and the architecture is especially tailored for detecting covid19.The 

COVID-Net gave a sensitivity of 95.0, 94.0, 91.0 for Normal Non-COVID19 and COVID-19 

respectively. COVID-Net gave positive predictive value of 90.5, 91.3, 98.9 for Normal Non-

COVID19 and COVID-19 respectively.” [5]  

 

In [6] proposed detection of COVID-19 by using Chest X-Ray Images and the technique used 

is MCFF-Net. MCFF-Net is basically based on the Parallel Channel Attention Feature Fusion 

Module. The overall accuracy of MCFF-Net66-Conv1-GAP is 94.66% for classification of 4 

classes and with the classification accuracy, precision, sensitivity, specificity, and F1-score of 

COVID-19 100%.” [6]  

 

In [7] gave an algorithm of Deep Learning for COVID-19 Classification with the help of 

Chest X-Ray Images, it proposes a brand-new version of CNN and deep convolutional 

generative opposed networks (DCGANs) that classify CXR pictures into normal, pneumonia, 

and COVID-19. The proposed version carries 8 convolutional layers, 4 max-pooling layers, 

and absolutely related layers, which give higher outcomes than the present pretrained 

methods (AlexNet and GoogLeNet). DCGAN produces synthetic/faux pictures to conquer the 

demanding situations of an imbalanced dataset and along with this extracting deep functions 

of all pictures within the dataset. In addition, it enlarges the dataset and represents the traits of 

variety to offer an excellent generalization effect. In the experimental analysis, they used 4 

wonderful publicly reachable datasets and thereby resulting in higher accuracy of 94.8%, 

96.6%, 98.5%, and 98.6% than the existing pretrained models” [7]  

 

In [8] gave out a deep covid19 explainer which explains COVID-19 Diagnosis Based on 

Chest X-ray Images and in this a deep neural network is proposed which is based on a 

method for automatic detection. In this, 15,959 CXR images of 15,854 patients, which covers 

normal, pneumonia affected, and COVID-19 affected cases are used. The images are first and 

foremost pre-processed, before they are being augmented and classified, which then comes to 

class-discriminating regions using gradient-guided class activation maps and layer-wise 

relevance propagation. The results show that the approach can identify COVID-19 with a 

PPV of 91.6%, 92.45%, and 96.12%; precision, recall, and F1 score of 94.6%, 94.3%, and 

94.6%, respectively for normal, pneumonia, and COVID-19 cases, respectively”  

 

In [9] proposed a data Augmentation which uses Auxiliary Classifier GAN for Improved 

Detection of Covid-19 in this an ACGAN based model called CovidGAN is utilised.” [9] 

“Classification which is being conducted by using CNN alone, it yielded 85% accuracy and 

by an addition of synthetic images produced by CovidGAN. The accuracy even increased to 

95%.” In [10] brought a method which is based on SVRNet and SVDNet and uses lung x-
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rays and it is for the covid19 detection. In this, the most prominent classification models that 

are used for images are VGG16, ResNet50, InceptionV3, and Xception, and then fine-tuned 

and trained. Then, two new models for lung x-ray detection, SVRNet and SVDNet, were 

proposed on this basis. In the classification experiment of lung x-rays, it classified it into 

positive and negative for COVID-19, and the classification accuracy, sensitivity, and 

specificity of SVRNet and SVDNet are 99.13%, 99.14%, 99.12% and 99.37%, 99.43%, 

99.31%, respectively.”  

 

In [11] proposed a method for detection of covid19 by using single shot detection mobile net 

convolutional neural networks, the architecture that is being used in this is MobileNet's 

Single Shot Detection and this is being used because it has an advantage of the Single Shot 

Detection MobileNet models because they are lightweight and can be applied easily to 

mobile-based devices. The Single Shot Detection MobileNet V1 model can detect COVID-19 

with an average accuracy of 83.7%, while the Single Shot Detection MobileNet V2 Single 

Shot Detection model can detect COVID-19 with an average accuracy of 87.5%.”  

 

In [12] gave out a lightweight neural network which is for the detection of covid19 by using 

chest x-ray images and it is implemented on an embedded system, and for this purpose, 

MobileNetV2 is used, which is being modified and then compared it with standard mobile net 

v2 and the macro average for modified version gave 0.9688,0.9572, 0.9629 Precision, Recall 

and F1-Score respectively and the standard version gave 0.9033,0.9104, 0.9067 Precision, 

Recall and F1-Score respectively.” 

 

In [13] proposed a method for classification of covid19 which uses transfer learning and x-

ray images in 3 methods and two strategies are being used for this. The 3 methods are 

EfficientNetB1, NasNetMobile, MobileNetV2. The accuracy of using strategy 1 panned out 

to be EfficientNetB1 92%, NasNetMobile 89.30%, MobileNetV2 90.03%and by using 

strategy 2, it emerged, for EfficientNetB1 96.13%, NasNetMobile 94.81% MobileNetV2 

93.96%.”  

In [14] evaluated multiple techniques and thereby proposed that transfer learning techniques 

are better to detect viruses as compared to traditional methods. The model that performed the 

best was the VGG-19 which was implemented with the Contrast Limited Adaptive Histogram 

Equalization, on a SARS-CoV-2 dataset, and it achieved an accuracy of 95.75% and recall of 

97.13%.”  

In [15] proposed a method for classification of brain tumor and for the indicated purpose, the 

method of CNN is being used by using MRI Images and the method achieved an accuracy of 

95.75% on the same machine and accuracy of 96.83% on different machine on an unseen mri 

dataset.”  

 

X-ray images classification  

Dataset  
“The dataset used for education and assessment of the proposed method is publicly there on 

Kaggle” [24,25]. “This dataset has been revised multiple times” [24] and latest version, 

version 4 is used. “The cited dataset consists of more than one sub-dataset” [24], “with 4 
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exclusive classes, inclusive of COVID-19, lung opacity, normal and viral pneumonia.” [24] 

Critically talking about the composition of the used dataset in element as it's far made with 

the aid of using merging exclusive datasets.” [24] Each elegance is created with the aid of 

using merging exclusive sub datasets. “The elegance COVID-19 carries a complete of 3616 

pictures, that are accumulated from 4 exclusive sources. The BIMCV-COVID19+” [26] 

“dataset in large part contributes to the used COVID-19 dataset with 2473 pictures” [26]. “It 

is one in all the most important unbiased datasets this is publicly to be had.” [26] “Other 

datasets, which make contributions to this COVID-19 dataset, are the German Medical 

School dataset” [27]  

 

“with 183 chest X-ray pictures, whilst 560 chest X-ray pictures are accumulated from SIRM, 

GitHub, Kaggle, and Twitter” [28, 29, 30, 31]. “In addition, every other dataset is to be had 

on GitHub [32] containing four hundred chest X-ray pictures which have been merged.” [32] 

“The RSNA pneumonia project dataset is one of the acknowledged chest X-ray datasets” 

[33]. “The RSNA dataset is composed of various lung abnormalities and wholesome lungs.” 

[33] “The abnormalities varied from exclusive lung infections to lung cancer.” [33] “It carries 

26,684 chest X-ray pictures within the dicom format; in addition, the dataset is split into three 

main classes” [33]. “The biggest of those classes carries 11,821 pictures with exclusive lung 

infections and, of those, 6012 pictures are classified as non-COVID-19 lung infection (lung 

opacity), whilst 8851 pictures are normal and wholesome lungs” [33]. “The dataset is tested 

with the aid of using medical examiners primarily based totally on key symptoms, and 

scientific records is likewise taken into consideration during inspection, as it's far critical to 

recognise whether or not or now no longer the affected person has ever suffered from any 

correlated infections before. “The dataset is, in addition, prolonged with the aid of using, 

including 1341 everyday chest X-ray pictures, in conjunction with viral pneumonia chest X-

ray pictures, is 1345 total in quantity and are sourced from” [34]. 

 

Proposed Method 

The field of brain tumor classification has been a part of a lot of research work since a long 

time now and has seen a lot of advancements every now and then and CNN has been a major 

part of it including deep learning as well but a lot of work is left to be done and which can 

depict new and improved results on improvised and different datasets that are available. The 

dataset has been accessed from Kaggle [37] and it contains 4 different classes of brain tumor 

images and they are glioma which is cancerous in nature, meningioma and pituitary which is 

non-cancerous in nature, the dataset was balanced and divided equally into four classes and a 

class of no tumor. The data is then divided into train, test and validation sets. “The training 

set is used to train the model and test set is used to test the trained model” [42]. “For this 

classification” [42], Transfer Learning [42] this plays a significant role when there is not 

enough data to train the model, then pre-trained models come into existence because they 

have been trained on a corresponding data, it primarily gives a start point to the model. For 

this EfficientNetB4[43] is used which returns a Keras image classification model, and the 

weights are pretrained on ImageNet, dropout with a rate of 0.25 then with 0.2 and pooling 

and Dense layers were added with activation of relu and softmax, considering Adam as the 

optimizer and this is tested on various parameters of precision and sensitivity and F1 score. 
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Fig 1. Workflow of proposed method 

 

For this EfficientNetB4[43] is used which returns a Keras image classification model, and the 

weights are pretrained on ImageNet. It uses batch normalization and dropout layer as well as 

regularization and this is evaluated on various parameters such as precision, sensitivity and 

F1 Score. The results obtained are shown below, For evaluation purposes, sensitivity, 

precision and f1 score are used and for classification a pretrained efficientnetb4 is used which 

gives a high test accuracy of 96.73% and good training and validation accuracy as well, 

Precision, sensitivity and f1 score emerges to be 0.97 which is macro average and per class, 

precision of 1.00, 0.96, 0.93, 0.99 which is for covid19, lung opacity, normal and viral 

pneumonia respectively can be observed and achieving a per class sensitivity of 0.99, 0.94, 

0.95, 0.99 for covid19, lung opacity, normal and viral pneumonia respectively and for per 

class F1 score it is 1.00, 0.95,0.94,0.99 for covid19, lung opacity, normal and viral 

pneumonia respectively. 
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Fig 2. Confusion matrix 

 

The results obtained are shown below, for the evaluation purposes sensitivity, precision and 

f1 score is used and for classification a pretrained efficientnetb4 is used which gives a high 

test accuracy of 98.58% and good training and validation accuracy as well, Precision, 

sensitivity and f1 score panned out to be 0.99 as macro average and per class the precision is 

0.98, 0.97, 0.99, 1.00 for glioma, meningioma, pituitary and no tumor respectively and it also 

achieves a per class sensitivity of 0.98, 0.98, 0.98, 1.00 for glioma, meningioma, pituitary and 

no tumor respectively along with per class F1 score of 0.98, 0.97,0.99,1.00 glioma, 

meningioma, pituitary and no tumor respectively. 

 

 
Fig 3. Training and validation loss 
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Fig 4. Training and validation accuracy 

 

2. CONCLUSION  

 

The transfer learning based deep learning method, which comes from the efficient net 

network, efficientnetb4, is chosen for the classification procedure and it uses two types of 

medical images. Chest x-ray images for the indicated purpose, with 4 classes: lung opacity, 

normal. covid19, viral pneumonia and the second type is, mri images, which also come with 

4 classes, namely glioma, pituitary, meningioma and no tumor. The data was gathered from 

different sources and combined together and made publicly available from Kaggle. Data 

Augmentation is done to eradicate the bias ness in the data in classification of x-ray images, 

this model has used regularization, dropout, dense layers and different activations and 

optimizers as and when required as well and it gives good accuracy as compared to the other 

techniques, and for the second classification, similar procedure is followed which gives good 

accuracy as well. The deep learning network, efficientnetb4 is used to classify two different 

types of medical images that are x-ray and mri images which in turns classifies different 

types of lung diseases whether it be covid19, lung opacity, viral pneumonia or normal and 

brain tumours of different types namely glioma, pituitary and meningioma, or even no tumor. 

The proposed work has certain limitations too as it can be tested on larger datasets where the 

method can be better evaluated, the method is tested on certain evaluation parameters but not 

on all frequently used evaluation parameters. In the Future, the accuracy can be improved 

further to enhance the classification of medical images. It can be used with other medical 

imaging modalities as well and further larger datasets can be used for this purpose. 
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